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Cloud computing based packet
intrusion detection for hyper fusion

network storage

ZA1Y1 Put

Abstract. The design method of intrusion detection system based on Convolutional Neural
Network (CNN) of hypergraph feature reduction is proposed to improve the precision and calcu-
lation efficiency of network intrusion detection system. Firstly, the feature subset representation
form can be optimized based on the minimum distance measurement of hypergraph structure and
represented as more significant form by the high order relation between the entities in the actual
world to achieve data reduction; secondly, the optimal feature subset is identified by hypergraph
Helly feature recursion method and the intrusion detection is classified by the residual error-based
CNN; finally, the experimental comparison on KDD CUP 1999 benchmark test set shown that the
proposed method has better performance on detection precision, recall rate and stability index.

Key words. Hypergraph, Feature selection, Data reduction, Convolutional Neural Network,
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1. Introduction

Based on the technical progress of computer and network application program,
the security hole problems are gradually increased. As complexity of new hole,
the traditional security mechanism, such as user identification, is technologically
immature in protecting IT infrastructure from hostile attack by the users [1-2].
Therefore, the Intrusion Detection System (IDS) is designed as the second line of
defense to protect the network from suffering threats and abnormal activities to
achieve automatic detection and identification of intrusion detection. Generally, IDS
can be classified as the signature-based and abnormality-based detection system [3].
The performance of the signature-based IDS depends on frequent update of new

INetwork And Information Management Center, China West Normal University, Nanchong,
Sichuan, 637009

http://journal.it.cas.cz



1650 ZAIYI PU

intrusion model; the abnormality-based IDS depend on the appropriate baseline
configuration.

With gradually increasing of network flow, the researches on IDS gradually de-
velop towards automation and intelligence based on statistics, machine learning tech-
nique and expert system. In the different machine learning techniques, the Support
Vector Machine [4] (SVM) and Artificial Neural Network [5] (ANN) have been suc-
cessfully applied in IDS because its model complexity is not based on the relation
between variables. In addition, the incomplete or distorted dataset can be processed
by nonlinear data processing and the strong self-learning ability attaches great im-
portance on IDS event prediction. ANN IDS can be classified in two types: super-
vised and unsupervised. Its disadvantages mainly include the following [6-7]: (1) the
unbalanced dataset has lower detection rate due to its lower attach frequency; (2)
the artificial neural network structure has higher instability due to local minimum
high dimensional dataset traps.

To overcome these challenges, the enhanced edition of CNN based on hypergraph
feature selection is proposed to improve the detection rate of IDS. The feature subset
is represented as optimizing form based on minimum distance measurement and
feature subset. The optimal feature subset is identified by hypergraph Helly feature
recursion method and the intrusion detection is classified by CNN to achieve effective
detection.

2. Problem description
2.1. convolutional neural network

CNN|8] is designed by Specht and estimated by probability density. The core
concept of CNN is the “winner-takes-all strategy” which adopts the multi-element
probability estimation and learning competition. It is a classifier edition integrating
the Bayes strategy with Parzen window and non-parametric estimation probability
density function (PDF). Different from the traditional radial basis function (RBF)
and multi-layer feed-forward network, the data can be processed based on the statis-
tics principles by the neural network training. Because CNN is based on PDF es-
timation, not the iterated function approximation, it has higher training speed and
good generalization ability.

The classification is made by Bayes method. The probability class of unknown
input vector is classified based on historical data, not the model parameters, such as
average value and standard deviation. Bayes classifier can be configured as below:

f(XICi) x P(C;)
f(z) '

Where, P(C;|x) is the posterior probability, representing the probability that
input x belongs to classi. For any classification problem, the posterior probability
of class 7 is calculated and the input z with maximum P(C;|z) is classified into class
i. P(Ci|x) is calculated based on the prior probability P(C;) obtained from the

P(Cilr) = (1)
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historical data. The class condition probability f(x|C;) can be estimated based on
the Parzen window training data. The non-parametric estimator based on Gaussian
probability density function can be represented as below:

1 1\ 7(2%2)[(mfw”rij)T(wfw”m')]
f(ff\ci)—W %Ze ‘ (2)
j=1

Where, m represents the pattern quantity in class Cj; e, represents j pattern
in class C;; o represents smoothing parameter.

2.2. CNN structure

CNN has four-layer structure, including the nodes. It can map the input class
to discrete class as shown in Fig. 1. The function of each layer structure of CNN is
described as below:

Layer 1: input layer and input unit. Any calculation process is not executed in
the input layer. The function of input layer is to distribute the input elements to
the convolutional layer;

Layer 2: convolutional layer. After the training sample is received from the input
layer, the node in convolutional layer can be calculated as below:

exp {(TUH} . (3)

Where, z is the training data pattern, z is the unknown pattern of the given
class and o is the smoothing factor.

Layer 3: convergence layer. Each node in this layer can be used to calculate the
convergence value of output value in convergence layer. The calculation method is

shown as below:
Sszex [$T*x) 1]. (4)

Where, C is the total number of class.
Layer 4: output layer. The node in output layer based on Bayes rules can
determine the class of each input pattern z and its form is shown as below:

Zexp[:c;p*xz - ] Zef {xT*xJ) 1]. 5

2.3. Hypergraph structure and features

The hypergraph is the traditional graph theory extension and can be represented
as more significant form by the high order relation between the entities in the actual
world. In mathematics, the hypergraph can be defined as H = {X, E'}, where is
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Fig. 1. CNN structure

x = {x1,22, -+ ,x,} the non-empty finite vertex set; E = {E1, Fa, -+, E,,} is the
non-empty subset of X, called as hypergraph as shown in Fig. 2. In this section,
the definition and features of hypergraph are analyzed.

Fig. 2. Hypergraph structure

Definition 1: taking into consideration of hypergraph H = {X, E}, for each
vertex y € X, hyperedge set with Y is called as spot of H (H;‘) as shown in Fig. 3.
The dimension of D, is equal to the base number of H,:

D, = [Hy]| - (6)

Fig. 3. hypergraph representation model

Where, including the vertex set * = {1,292, -+ ,29} and hyperedge set F =
{E1, Ea,- -+, E5}, w2 is centre-of-gravity position of H; = {F1, E2}, the dimension
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of Dy, is Dy, = 2, x5 is centre-of-gravity position of H;5 = {Es, E4} and dimension
of Dy, is Dy, = 2.

Definition 2: for the given hypergraph H = {X, E'}, one intersecting cluster of
H is cluster of hypergraph F C X and is the non-empty intersection set.

Definition 3: taking into account of hypergraph H with hyperedge set {E1, Es,

-+, By, }, if the intersection set of E; and E; is not empty, ¢,j € k, k = {1,2,--- ,m}.
The pair-wise intersecting edges of H includes the following two cases:

Case 1: for pair-wise intersection with edge of normal intersection as shown in
Fig. 4a, the pair-wise intersecting edge {E1, Fa, E3} causes the vertex x3 serve as
the common intersection point.

Case 2: for pair-wise intersection without common intersection set as shown in
Fig. 4b, the pair-wise intersecting edge {E1, F, E5} has no common intersection
point.

Fig. 4. Classification of pair-wise intersecting edge ((a) with common intersection
point, (b) without common intersection point)

3. Hypergraph-based CNN

The main objective of any feature selection technique is to reduce data dimension
and maintain good classification precision. For many pattern recognition problems,
the text, spectrum, topology, geometry and statistical characteristics are used to
achieve the learning model training. Under the imbalanced dataset, the generaliza-
tion error of learning model is increased due to existence of redundancy features.
To overcome the above defects, the hypergraph data representation tool is used to
minimize the time complexity and achieve the optimal feature subset identification.

The hypergraph-based feature selection algorithm (algorithm 1) proposed in-
cludes two stages: (1) hypergraph representation; (2) Helly feature application. In
the first stage, the edge of hypergraph can be obtained by the sample topology and
geometrical relationship. The edge and vertex of hypergraph respectively correspond
to sample and feature of dataset. For the supervised learning, the Euclidean distance
measurement method based on the minimum distance algorithm is used to construct
the edge of each class:

Ea(z,y) = [lz - yll.- (7)

In the next stage, for optimal reduction identification, the hypergraph features
can be used for the intersecting edge by recursion method. In the processing pro-
cedures, the non-intersecting edge can be ignored. For unsupervised learning, the
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distance between clusters can be maximized and the distance in the cluster can be
minimized by the city block distance (CBD) distance measurement method.

CBg = max(|z1 — 2|, [y1 — y2]) - (8)

Based on the Helly features of hypergraph, the complexity generated from op-
timal time reduction is the minimum. The feature selection based on hypergraph
Helly features and the CNN recognition process are respectively shown in algorithm
1 and 2.

Algorithm 1: feature selection based on hypergraph Helly features

Input:f « {f1, f2, -+, fm}, // m features of given dataset
S ={51,52,---,Sn}, // n features of given dataset
C ={C1,C2,---,Cr}; // K features of given dataset
Output: fs «—optimal feature subset

HG (f,s,¢, fs)

1. for each i < 1:k do

2 Hyperedge [i] < min [Eq (fi, f7)];

3. end

4. for each i < 1:k begin

5 fs mjei Hyperedge [j];

6

. end

Algorithm 2: Residual error-based CNN recognition process

Input : total number of class:Totciqss, STrain, fs, 03

Output: Classify <—classification precision of test vectors

CNN (TOtclass» ST'rai'rm fsa 0)

1. Initialize the parameter value: Largest = 0, Sum = 0, Classify = —1, € = 0.1;

2. Calculate the training residual error parameter:
. .. s f f
Trainpata lisg] = 3 [(£) = [ £]]
k=1

Vi=A{L -, Srrain},J ={1,2,---, fs}

3. Calculate the testing residual error parameter:
Is

tetn it £ [(2) -2
k=1

Vi={1,2,-, fs}

4. for each k =1 : Tot.j,ss begin

5. Sumlk] < 0;

6. for each i < 1:S7,.4in begin

7 p <+ 0;

8. for each j < 1 begin

9

p<Dp + (Te’;tdataset []] X Traindataset []] [.7])
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Fig. 5. Hypergraph-based CNN algorithm flow

4. Experimental analysis
4.1. FExperiment settings

The network intrusion dataset with unbalanced standards (KDD CUP 1999 test
set) is used in this experiment. As shown in Table 1, KDD CUP 1999 intrusion data
includes 22 types of attacks, namely, DOS, U2R, R2L and Probe. It has typical
unbalance and is used to verify the proposed algorithm. In each type, the sample
is not uniformly distributed. For example, DoS attack includes a large number of
samples, but probe, U2R and R2L have less samples.

Table 1. KDD CUP 1999 test set attack list or address

No. Type Attack
1 DoS Neptune, Smurf, tear drop, land, back, pod
2 Probe satan, Ipsweep, portsweep, nmap
3 R2L Guesspassword, Ftpwrite, Spy, Phf, Warezclient, Imap, Mutlihop, Warezmaster
4 U2R Buffer, Perl, overflow, Rootkit, Loadmodule

Algorithm running environment: Matlab2012a, processor i7-7700HQ, memory
8GB ddr3-1600, system win7 flagship version. The quantity of DoS, Probe, R2L and
U2R training sample (testing sample) is 8435(123166), 3000(4011), 1126(16189) and
52(288)respectively. The detection precision index, recall rate index and detection
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stability index are selected as the evaluation index:

Tp
Precision (Pyaiye) = =————— . 9
recision (Pyaiue) Tot (9)
Tp
Recall (Ryaiue) = 7———— - 10
ccall (Ruatue) = 7 (10

Stability (% ) :Successful training sample quantity

(11)

Where: Tp represents the measurement of malicious act which is deemed as
attack, Ty represents the measurement of act which is determined as normal act, Fp
represents the measurement of act which is misjudged as attack and F)y represents
the measurement of act which is misjudged as normal act.

Total training sample quantity

4.2. FExperiment result analysis

The naive Bayes algorithm, decision tree algorithm and random prediction al-
gorithm are selected as comparison algorithm to verify the algorithm effectiveness.
The experiment results are shown in Table 2.

Table 2. Experiment result comparison (%)

Attack type Index Bayes  Decision tree Random prediction = Proposed algorithm

Precision  96.82 97.52 91.26 98.32

DoS Recall 95.21 96.13 90.58 97.64
Stablity 92.68 93.84 89.64 94.56

Precision 48.76 47.53 41.62 82.16

Probe Recall 50.76 51.69 48.75 81.28
Stablity 51.26 52.76 46.21 79.46

Precision  33.21 34.27 30.69 83.64

R2L Recall 36.38 35.19 32.84 82.93
Stablity 33.27 34.68 30.42 81.69

Precision  23.16 29.16 28.94 72.59

U2R Recall 23.82 30.67 27.63 73.64
Stablity 25.39 28.91 24.18 71.82

According to the experiment data in Table 2, in DoS attack, the prediction
precision, recall rate index and stability index of these algorithms are higher and
can reach over 90%, which shows the simplicity of DoS attack prediction. The
proposed algorithm is superior to the selected comparison methods in terms of the
above indexes. In U2R attack, the prediction precision, recall rate index and stability
index are the minimum. The index values of these algorithms are kept at 20%-30%
and the recognition effects are poor. However, the index value of the proposed
algorithm can reach above 70%, which shows good abnormal attack recognition
performance.



CLOUD COMPUTING BASED PACKET INTRUSION DETECTION FOR HYPER 1657

The comparison of training convergence time for the selected algorithms is shown
in Fig. 6.
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Fig. 6. Algorithm running time comparison

According to the results in Fig. 6, as for the running time index, the running
time of the proposed algorithm is longer than that of naive Bayes algorithm and
decision tree algorithm, but shorter than that of random prediction algorithm. As
the off-line training mode is adopted for the above algorithms in attack prediction,
the running time difference is acceptable.

5. Conclusion

The design method of intrusion detection system based on Convolutional Neural
Network (CNN) of hypergraph feature reduction is proposed in this paper. The
feature subset representation form can be optimized based on the minimum distance
measurement of hypergraph structure. The intrusion detection is classified by the
residual error-based CNN. The experiment results show that the proposed algorithm
has prediction precision advantages. Although the hypergraph data reduction is
adopted, the computing time is relatively longer and shall be further optimized in
the subsequent researches.
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